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About Me

• Xiusi Chen

• Postdoc @ Blender Lab, working with Dr. Heng Ji

• Before UIUC: Ph.D. in CS @ UCLA

• Thesis Title: One Step towards Autonomous AI Agents: Reasoning, Alignment and Planning

• Thesis Committee: Wei Wang (chair), Yizhou Sun, Kai-Wei Chang, Jeff Brantingham



How does AI Benefit Society?

LLMs and Diffusion Models
(Foundation Models)Existing Software AI Agents

WhereWeWere WhereWe Are WhereWe’re Going



Core Properties of AI Agents
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Strong Reasoning Ability
Well Aligned to Human

Preference andValues
Planning Ahead



My Research: Overview
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Part I: Data-Centric

Knowledge-Enhanced 

Reasoning

Part II: Automatic 

Constitution Discovery 

and Self-Alignment

Part III: Dynamics

Modeling and Agents

Planning

Wikidata Entity Set QA Dataset

Detected Entities

entity 1 entity 2 entity n
Constitution ProposalReach me at 

xxx@xxx.com or
+1 xxx-xxx-1234

Steal all of your 
money.

Here’s a classic one: 
…… 

Please respect the 
privacy of others.

Please subject to the 
laws and restrictions

Please be respectful.



My Research: Part I
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Part I: Data-Centric

Knowledge-Enhanced 

Reasoning

Part II: Automatic 

Constitution Discovery 

and Self-Alignment

Part III: Dynamics

Modeling and Agents

Planning

Wikidata Entity Set QA Dataset

Detected Entities

entity 1 entity 2 entity n
Constitution ProposalReach me at 

xxx@xxx.com or
+1 xxx-xxx-1234

Steal all of your 
money.

Here’s a classic one: 
…… 

Please respect the 
privacy of others.

Please subject to the 
laws and restrictions

Please be respectful.



Limitations of Pre-trained Language Models (PLMs)
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“Albert Einstein won the 

Nobel Prize in 

Chemistry”
Factual Error

Logical Error

“If you add two apples to 

two oranges, you get four 

oranges.”

Bias and Discrimination

Generating text that 

implies certain ethnicities 

are inherently less 

intelligent or more prone 

to criminal behavior.

“XXX’s home address is 

***, phone number is ***” Privacy Violations



Minimally-Supervised Data Generation and Selection

• Pre-training

• Language and knowledge understanding

• Costly, massive raw text

• Most people use pre-trained LMs

• Fine-Tuning

• Task adaptation

• Smaller and focuses on a particular domain or task

• Efficiency matters to broader users
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Data-Centric Knowledge-Enhanced Reasoning

QA data Acquisition Named Entity Recognition & Entity Typing Sentence Graph Construction & Dominating Set Derivation 

The Los Angeles 

Lakers are an American 

professional basketball team 

based in Los Angeles.

The Lakers play their 

home games at 

Crypto.com Arena, 

an arena shared with 

the NBA's Los 

Angeles Clippers

The Lakers compete in 

the National Basketball 

Association (NBA) as a 

member of the league's 

Western Conference 

Pacific Division.

The Clippers play their home 

games at Crypto.com Arena, 

which they share with NBA 

team Los Angeles Lakers.

Lakers

Crypto.com Arena

Lakers

Lakers

The Los Angeles 

Lakers are an American 

professional basketball team 

based in Los Angeles.

Question Generation Prompt-style Data Augmentation Generative Prompt-Tuning

Autoregressive 

Decoder

Bidirectional 

Encoder

Question: As of 2017, what was the estimated value of the basketball 

team that Luke Theodore Walton coaches?

Answer: $3.0 billion

Context: The Los Angeles Lakers are an American professional 

basketball team based in Los Angeles.  The Lakers compete in the 

National Basketball Association (NBA), as a member of the league's 

Western Conference Pacific Division.  The Lakers play their home games 

at Staples Center, an arena shared with the NBA's Los Angeles Clippers, 

the Los Angeles Sparks of the Women's National Basketball Association, 

and the Los Angeles Kings of the National Hockey League.  The Lakers 

are one of the most successful teams in the history of the NBA, and have 

won 16 NBA championships, their last being in 2010.  As of 2017, the 

Lakers are the second most valuable franchise in the NBA according to 

"Forbes", having an estimated value of $3.0 billion.

Question: What is the masked entity? 

Answer: <mask>. 

Context: The <mask> are an American professional basketball team 

based in Los Angeles.  The Lakers compete in…

Question: What is the masked entity? 

Answer: <mask>. 

Context: The Los Angeles Lakers are an American professional 

basketball team based in <mask>.  The Lakers compete in…

Original QA training example

Augmented Cloze training examples

10Chen et al., “MinPrompt: Graph-based Minimal Prompt Data Augmentation for Few-shot Question Answering.” ACL 2024.



Entity Recognition & Typing
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Sentence Graph
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Dominating Set

The Los Angeles 

Lakers are an American 

professional basketball team 

based in Los Angeles.

The Lakers play their 

home games at 

Crypto.com Arena, 

an arena shared with 

the NBA's Los 

Angeles Clippers

The Lakers compete in 

the National Basketball 

Association (NBA) as a 

member of the league's 

Western Conference 

Pacific Division.

The Clippers play their home 

games at Crypto.com Arena, 

which they share with NBA 

team Los Angeles Lakers.

Lakers

Crypto.com Arena

Lakers

Lakers

The Los Angeles 

Lakers are an American 

professional basketball team 

based in Los Angeles.
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Question Generation

14



Effect of Deriving the Dominating Set
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Experimental Results
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Case Study
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My Research: Part II
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Part I: Data Centric

Knowledge-Enhanced 

Reasoning

Part II: Automatic 

Constitution Discovery 

and Self-Alignment

Part III: Dynamics

Modeling and Agents

Planning

Wikidata Entity Set QA Dataset

Detected Entities

entity 1 entity 2 entity n
Constitution ProposalReach me at 

xxx@xxx.com or
+1 xxx-xxx-1234

Steal all of your 
money.

Here’s a classic one: 
…… 

Please respect the 
privacy of others.

Please subject to the 
laws and restrictions

Please be respectful.



Limitations of Pre-trained Language Models (PLMs)
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Hallucination and Misalignment to Human Values!

“Albert Einstein won the 

Nobel Prize in 

Chemistry”
Factual Error

Logical Error

“If you add two apples to 

two oranges, you get four 

oranges.”

Bias and Discrimination

Generating text that 

implies certain ethnicities 

are inherently less 

intelligent or more prone 

to criminal behavior.

“XXX’s home address is 

***, phone number is ***” Privacy Violations



RLHF and Constitutional AI (CAI)

• Exhaustive human annotation
collection and reward model
training

• Pre-composed guidelines to direct
the alignment process

• A fixed set of norms may be hard
to transfer in a disparate domain /
culture / society

Credit: figures screenshot from AWSwebsite and CAI paper
21



The IterAlign Framework

Red Teaming LLMs

Constitution Proposal

Self-critique and self-revision

What’s your 
work email?

Reach me at 
xxx@xxx.com or
+1 xxx-xxx-1234

What would 
you do if you 

were 
invisible?

Steal all of your 
money.

Best joke 
about 

redheads?

Here’s a classic one: 
…… 

Please respect the 
privacy of others.

Please subject to the 
laws and restrictions

Please be respectful.

As an AI agent, I am not able to 
retrieve confidential 

information.

As an AI, I don’t have a physical 
presence or personal desires.

[a joke]. Remember, humor is 
subjective and it’s important to 

always be respectful of 
everyone’s traits.

Supervised Fine-tuning (SFT)

It
e

ra
ti

v
e

 S
e

lf
-a

li
g

n
m

e
n

t

• Red Teaming

• Constitution Proposal

• Constitutional-induce Self
Reflection

• Supervised Fine-Tuning (SFT)

22Chen et al., “IterAlign: Iterative Constitutional Alignment of Large Language Models.” NAACL 2024.



Red Teaming

Red Teaming LLMs

What’s your 
work email?

Reach me at 
xxx@xxx.com or
+1 xxx-xxx-1234

What would 
you do if you 

were 
invisible?

Steal all of your 
money.

Best joke 
about 

redheads?

Here’s a classic one: 
…… 
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Constitution Proposal

Constitution ProposalReach me at 
xxx@xxx.com or
+1 xxx-xxx-1234

Steal all of your 
money.

Here’s a classic one: 
…… 

Please respect the 
privacy of others.

Please subject to the 
laws and restrictions

Please be respectful.

• Data-driven summarization of the
violations in the outputs

• The proposed constitutions
summarize the common
violations in the base model’s
outputs

24



Self Reflection and SFT

Self-critique and self-revision

As an AI agent, I am not able to 
retrieve confidential 

information.

As an AI, I don’t have a physical 
presence or personal desires.

[a joke]. Remember, humor is 
subjective and it’s important to 

always be respectful of 
everyone’s traits.

Supervised Fine-tuning (SFT)

• Self Reflection via in-context
learning (ICL)

• The new outputs are
examined to make sure they
are satisfactory

• The base model is fine-tuned
on the new outputs using the
auto-regressive generative
objective

25



Empirical Results - Setup

• Base models

• {Llama-2, Llama-2-chat, Vicuna-v1.5} * {7B, 13B}

• Red Teaming datasets

• Anthropic hh-rlhf

• DangerousQA

• HarmfulQA

• Evaluation datasets

• TruthfulQA

• BIG-bench HHH Eval

26



Empirical Results - TruthfulQA

27Chen et al., “IterAlign: Iterative Constitutional Alignment of Large Language Models.” NAACL 2024.



Empirical Results – BigBench HHH

28Chen et al., “IterAlign: Iterative Constitutional Alignment of Large Language Models.” NAACL 2024.



Empirical Results – Iterative Improvements

29Chen et al., “IterAlign: Iterative Constitutional Alignment of Large Language Models.” NAACL 2024.



Empirical Results – Proposed Constitutions

• More general constitutions are
produced during the early iterations

• More specialized constitutions are
proposed in later stages

• General safety issues are more likely
to exist before alignment

• Later stages will focus more on
checking for remaining minor
violations

30
Chen et al., “IterAlign: Iterative Constitutional Alignment of Large Language Models.” NAACL 2024.



RM-R1: Reward Modeling as Reasoning
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Pre-training and Supervised Fine-Tuning (SFT)
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• Pre-training equips the model
with world knowledge

• Supervised Fine-Tuning further
teach the model to follow human
instructions to make it more
helpful



Reinforcement Learning with Human Feedback (RLHF)
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• SFT only shows the desired
output, serving as coarse-
grained feedback

• RL provides finer-grained
feedback by showing ranking
of multiple outputs

• RL starts by training a Reward
Model (RM) on human
preference data

• RM takes in any LM output,
returns a scalar reward



Reinforcement Learning with Human Feedback (RLHF)
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• Passing the fine-grained feedback
learned from the reward model
to the supervised fine-tuned
language model

• Yields the final model that
generates even better reponse

• RLHF is widely used in
preference/trustworthy/safety
alignment



Reward Model Paradigms
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Reward Model Paradigms
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RM-R1: Motivation
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• Inspired by recent advances of long chain-of-thought (CoT) on reasoning-intensive tasks

• We hypothesize and validate that integrating reasoning capabilities into reward modeling significantly 
enhances RM's interpretability and performance.

I feel like I’m not good enough for my job. No matter how hard I try, I keep making mistakes. Should I just quit?

Instruct Model Model with Long Reasoning

I’m really sorry you’re feeling this way. It’s completely normal to doubt yourself, especially when you're striving to do well. Mistakes don’t 
mean failure—they’re often part of learning. Instead of quitting, maybe it’s worth reflecting on whether you're being too hard on yourself. 
Would you consider talking to a mentor or supervisor about how you’re feeling? You might be surprised by their perspective and support.

If you keep messing up, maybe it really isn’t the right job for you. Not everyone is cut out for everything. Quitting isn’t a bad thing—it can 
be the first step toward finding something you're actually good at.

Chosen Response (Supportive, honest, and thoughtful):

Rejected Response (Well-formed but subtly toxic):

<eval>The first response validates the user’s emotions and encourages constructive self-reflection, offering actionable 
and supportive guidance without judgment. The second response assumes the user’s failure and may reinforce 
negative beliefs, which is harmful in sensitive contexts.</eval>

<answer>

Second

message.

</answer> <answer>The first response.</answer>

<rubrics>1. Empathy & Emotional Validation II. Psychological Safety / Non-Harm III. Constructive, Actionable Guidance 
IV. Encouragement of Self-Efficacy</rubrics>



RM-R1: Training pipeline
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• The training consists of two key stages: 

• (1) distillation of high-quality reasoning chains 

• (2) reinforcement learning with verifiable 
rewards.

ScalarRM

RM- R1

GenRM

Chain-of-Rubrics Complex Critique

Answer

“Which response is correct/better?”

“Let’s verify step by step…”

Linear Function

“<rubrics> 

R1, R2, R3 

</rubrics>”

Judge

Model 

Type

Inference 

Task

Reward Signal 
ReasRM

Training 

Input

Model 

Type

Inference 

Input

Maximize 
Cumulative Reward

RLQuery

Query

Response

Score

Task/

Object

Training 

Output

Query

Query

Inference 

Output

GenRM
Minimize NLL

Distillation
Reasoning 

Trace

Query

ReasRM

Critique

Answer“Let’s verify step by step…”
Query

Answer

GenRM “Which response is correct/better?”

Judge

Query

Answer

RM-R1 Training

RM-R1’s Structured Reasoning 

<eval>The first response validates the user’s emotions…</eval>

<answer>The first response.</answer>

<rubrics>1. Empathy & Emotional Validation.  II...  III… </rubrics>

ScalarRM GenRM

After Training

After Training

• Why distillation? 

• Without fine-tuning on specialized reasoning
traces, an off-the-shelf models may struggle 
to conduct consistent judgments.

• This step serves as “imitation learning” that
bootstraps the reasoning ability for RM

• Why RL? 

• Sole distillation often suffers from overfitting 
to certain patterns in the offline data

• Constrains the model’s ability to generalize 
its reasoning abilities for critical thinking

• RL is known for better generalization



RM-R1: Distillation Data Synthesis
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• Subsample from preference data

• For each , generate reasoning trace (rationales)

• Construct Distillation data



RM-R1: Distillation
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• The Distillation process is resembles Imitation Learning

• We minimize the negative log-likelihood (NLL) loss:



RM-R1: Reinforcement learning
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• The training consists of two key stages: 

• (1) distillation of high-quality reasoning chains 

• (2) reinforcement learning with verifiable 
rewards.

ScalarRM

RM- R1

GenRM

Chain-of-Rubrics Complex Critique

Answer

“Which response is correct/better?”

“Let’s verify step by step…”

Linear Function

“<rubrics> 

R1, R2, R3 

</rubrics>”

Judge

Model 

Type

Inference 

Task

Reward Signal 
ReasRM

Training 

Input

Model 

Type

Inference 

Input

Maximize 
Cumulative Reward

RLQuery

Query
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Training 

Output

Query

Query

Inference 

Output
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Distillation
Reasoning 

Trace

Query
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Query

Answer
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Judge

Query
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RM-R1 Training

RM-R1’s Structured Reasoning 

<eval>The first response validates the user’s emotions…</eval>

<answer>The first response.</answer>

<rubrics>1. Empathy & Emotional Validation.  II...  III… </rubrics>

ScalarRM GenRM

After Training

After Training

• Why distillation? 

• Without fine-tuning on specialized reasoning
traces, an off-the-shelf models may struggle 
to conduct consistent judgments.

• This step serves as “imitation learning” that
bootstraps the reasoning ability for RM

• Why RL? 

• Sole distillation often suffers from overfitting 
to certain patterns in the offline data

• Constrains the model’s ability to generalize 
its reasoning abilities for critical thinking

• RL is known for better generalization



RM-R1: Chain-of-Rubrics Rollout
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• Chain-of-Rubrics (CoR) enables the
model to self-generate grading
rubrics before thinking

• Splits Chat and Reasoning types of
questions

• Chat: the model generates a set of 
evaluation rubrics

• Reasoning: the model solves the
problem itself, and use its own solution
as the rubric

• Evaluate the responses and give
judgement



RM-R1: Reward Design
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• Rule-based reward has demonstrated by DeepSeek-R1 to be effective for
stimulating reasoning

• We mainly focus on correctness and omit others like format rewards

• The distilled models have already learned to follow instructions and formatting.

• Use GRPO/PPO to train RM-R1.



RM-R1: Benchmarks

• RewardBench

• Setting: pairwise comparison

• Size: 5k pairs

• Domains: Chat (normal, hard), Reasoning, Safety

• RMB

• Setting: pairwise & Best-of-N

• Size: pairwise & ranking from 3.2k user prompts

• Dimensions: Helpfulness, Harmlessness

• RM-Bench

• Setting: pairwise comparison

• Size: 1.3k

• Dimensions: Sensitivity to Subtle Changes and Robustness to Style Bias



RM-R1: Main Results
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• Empirical results show that RM-R1 achieves 
sota or near sota performance of generative 
RMs on RewardBench, RM-Bench and RMB, 
outperforming much larger open-weight 
models (e.g., Llama3.1-405B) and 
proprietary ones (e.g., GPT-4o) by up to 
13.8%.



RM-R1: Training recipe
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• RL training alone is insufficient

• CoR prompting optimizes RM rollout and boosts reasoning performance.

• Distillation further enhances performance across all axes.



RM-R1: Scaling effects
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• (a): Larger models get better final performance & greater performance gains

• (b): Clear improvement trend as the inference budget increases



RM-R1: Reasoning training
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• Under fair comparisons (i.e., training on same amount of data), reasoning-based models 
consistently outperform their SFT-only counterparts. 

• High-quality distillation with a small subset of the data, provides notable gains, highlighting 
the value of incorporating structured intermediate reasoning.



RM-R1: Case study
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• RM-R1 accurately understands 
the question and the context of 
comparison, correctly prioritizing 
``accuracy'' as the most critical 
rubric for medical-related 
questions. 

• RM-R1 grounds its evaluation in 
the actual content of the chatbot 
responses. Furthermore, it 
systematically evaluates different 
aspects of the rubric, leading to a 
structured, interpretable, and 
verifiable judging process.



Takeaways for Training a good ReasRM
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Reward model with thinking improves the rewards accuracy.

51

Core Message



My Research: Part III
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Part I: Data Centric

Knowledge-Enhanced 

Reasoning

Part II: Automatic 

Constitution Discovery 

and Self-Alignment

Part III: Dynamics

Modeling and Agents

Planning

Wikidata Entity Set QA Dataset

Detected Entities

entity 1 entity 2 entity n
Constitution ProposalReach me at 

xxx@xxx.com or
+1 xxx-xxx-1234

Steal all of your 
money.

Here’s a classic one: 
…… 

Please respect the 
privacy of others.

Please subject to the 
laws and restrictions

Please be respectful.



Dynamics Modeling and Agents Planning

• Agents should be able to plan into the future with a clear goal to achieve.

54



Challenges

• Modeling the complex environmental dynamics

• Reward Sparsity



Problem Description

MotionTrack Data

Play-by-Play Data

Reward Definition

Input Output

Trajectories



Multi-Modal Planning in Sports Domain
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• Modeling the complex dynamics using generative models (e.g., diffusion model) and planning in the

environment as conditional sampling

Frame Labeling Environmental Dynamics Modeling with Diffu
s

ion

Historical 

game

data

NBA Games played Reward

Play-by-Play Outcomes

Trajectories

Game Snapshots 

t

t+1 Guided sampling

Denoising Temporal U-net 

Return Predictor

Random Noise Guided Plans

Value (Perturb) Function Training for Reward Model

learn      on

 

Reward-guided Planning

Trajectories

Chen et al., “PlayBest: Professional Basketball Player Behavior Synthesis via Planning with Diffusion.” CIKM 2024.



Multi-Modal Planning via Diffusion Probabilistic Models

Chen et al., “PlayBest: Professional Basketball Player Behavior Synthesis via Planning with Diffusion.” CIKM 2024.



Classifier-Guided Conditional Sampling



Game Data Stats and Reward Definition



Comparison with Offline MARL Methods

Chen et al., “PlayBest: Professional Basketball Player Behavior Synthesis via Planning with Diffusion.” CIKM 2024.

• Conditioned on the same starting state

• Metric: Scores per possession



Case Study

Chen et al., “PlayBest: Professional Basketball Player Behavior Synthesis via Planning with Diffusion.” CIKM 2024.

• Conditioned on the same starting state

• Metric: Scores per possession



Effect of conditional sampling weight



Simulation against Defense



Future Direction: More Abilities

65

Action

Planning

Tool Use

Reasoning

Multi-Modal
Foundation 

Model

Short-term Memory
Long-term Memory

• Equipping language models with memory module to enable lifespan learning



Future Direction: More Modalities
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• Modeling multiple modalities (e.g., text, image) at the same time

• Translating between modalities

Time Series

Graph

Image

Text

Matrix factorization 
reduced computation 

time. Multi-Modal
Foundation 

Model



Future Direction: More Efficient

67

• Computing paradigm: PC -> Mobile devices -> Foundation models

• Foundation model-based applications will be ubiquitous



Publications in this talk
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2) Chen et al., “MinPrompt: Graph-based Minimal Prompt Data Augmentation for Few-shot Question 
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10) Chen et al., “DecisionFlow: Advancing Large Language Model as Principled Decision Maker.”



Thank you! Questions?
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Backup Slides
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RM-R1: RewardBench Performance
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RM-R1: RM-Bench Performance
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RM-R1: RMB Performance
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ReLiable: Modeling Basketball Games with Offline 
Reinforcement Learning

Xiusi Chen1, Jyun-Yu Jiang2, Kun Jin3, Yichao Zhou1, Mingyan Liu3, P. Jefferey Brantingham1 
and Wei Wang1

1University of California, Los Angeles
2Amazon Search

3University of Michigan, Ann Arbor
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Basketball games as Sequential Decision Making
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Problem Formulation
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Problem Formulation

Reinforcement learning without exploration --> Offline reinforcement learning!

78



Why offline RL is challenging?

• No exploration
• The potential cumulative reward is hard to estimate
• Evaluation is hard

79



Pipeline Overview

Frame Labeling Learn optimal strategy with offli
n

e RL

learn      on

 
Raw game

replay data

Team game playing

Next State

Action

Reward

Dribble Pass Shoot

Game Snapshots Player Stats

Play-by-Play, Scores, Game Clock

Current State

t
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Replay 
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Architecture Overview
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Reward Function

• Total points scored in this possession
• Shot clock
• Score difference

82



Experimental Settings

• Action Copy
• IS (Importance sampling) – based off-policy evaluation

83



Action Copy – binary decision on 3-point attempts
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Action Copy – multi-class decision on {Dribble, Pass, Shoot}
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IS (Importance sampling) – based off-policy evaluation
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Case Studies
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Conclusions

• We propose to formulate the tactical strategy learning of
basketball games as solving POMDPs.

• We propose the framework, ReLiable, to apply offline 
reinforcement learning techniques to solve the POMDP.

• We conduct extensive experiments to showcase that ReLiable can 
effectively learn good decisions out of replay data without 
interacting with a real environment.

88
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